
Scheduling algorithms research with Gruia Calinescu

We propose investigating the algorithmic aspects of assigning jobs to compute nodes together with the
scheduling the transfer of files between the cache of the processing and the network attached storage, with
the objectives of minimizing makespan and/or communication costs.

The easiest interesting model has variable-sized files and one cache, and the goal is to minimize the total
I/O cost of the disk by determining whether the accessed files should be placed in the cache. Two offline
algorithms for it have been proposed by [6], a paper among whose co-authors are the PI and one PhD advisee
of Gruia. One is an exact dynamic programming algorithm that only works when the number of distinct
files is very small; however, in real applications the number of accessed files could be as large as 10,000,
which makes the dynamic programming approach feasible. The other is a fast heuristic (no performance
guarantee). It turns out that Irani [4] had already introduced this model, and using an involved rounding
method of linear programs, solved this problem with a O(log k)-approximation ratio, where k is the ratio
of the size of the cache to the size of the smallest file. In work with REU students Andrew Choliy and
Max Whitmore presented as a poster at The International Conference for High Performance Computing,
Networking, Storage and Analysis (SuperComputing 2017), we obtained a 4-approximation algorithm, using
ideas from Albers et al. [1] and Bar-Noy et al. [2]. Chrobak et al. [3] showed that the problem is NP-
complete. When the number of distinct files is large, on synthetic data, the 4-approximation gives the best
quality solutions among several natural heuristics, including the one from [6].

We propose to investigate the harder model when a number of compute nodes each has local memory as
well as access to a cache and a permanent memory, as in [5]; however we consider the offline version where
the file requests are known in advanced, and also files are of variable size. We also propose working on more
complex models that require assigning jobs to compute nodes as well, taking into account the bounds on
computing power of each node.
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