
Falkon: A FAst and Light-weight tasK executiON Framework Data-Intensive Distributed Systems Laboratory 
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Allocated CPUs
Delivered Tasks

Max CPUs: 166,305
CPU Hours: 2.03M
Num Tasks: 173M

Aver Task Exec: 64±486 

FALKON:        Illinois Institute of Technology 
A FAst and Light-weight tasK executiON Framework                  Computer Science Department 
http://datasys.cs.iit.edu/projects/Falkon/             Data-Intensive Distributed Systems Laboratory 

Falkon aims to enable the rapid and efficient execution of many tasks on large compute clusters, and to improve application performance and 
scalability using novel data management techniques. Falkon combines three techniques to achieve these goals: (1) multi-level scheduling 
techniques to enable separate treatments of resource provisioning and the dispatch of user tasks to those resources; (2) a streamlined task 
dispatcher able to achieve order-of-magnitude higher task dispatch rates than conventional schedulers; and (3) performs data caching and 
uses a data-aware scheduler to leverage the co-located computational and storage resources to minimize the use of shared storage 
infrastructure.  Falkon’s integration of multi-level scheduling, streamlined 
dispatchers, and data management delivers performance not 
provided by any other system. Falkon has been deployed and 
tested in a wide range of environments, from 100 node 
clusters, to Grids (TeraGrid), to specialized machines 
(SiCortex with 5832 CPUs), to supercomputers (IBM 
BlueGene/P with 160K CPUs).  Micro-benchmarks have 
shown Falkon to achieve over 15K+ tasks/sec throughputs, 
scale to millions of queued tasks, and to execute billions of 
tasks per day.  Large-scale applications from many 
domains have been successfully executed using the Falkon 
framework. Data diffusion has also shown to improve 
applications scalability and performance, with its ability to 
achieve hundreds of Gb/s I/O rates on modest sized 
clusters, with Tb/s I/O rates on the horizon. Falkon is 
actively being developed at Illinois Institute of Technology 
(Professor Ioan Raicu) and the University of Chicago / 
Argonne National Laboratory (Professor Ian T. Foster and 
Mike Wilde) with funding from NSF, DOE, and NASA, and has 
been instrumental in several other proposals to DOE and NSF for 
additional funding. 
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